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ABSTRACT
Nowadays, the hate speech diffusion of texts and images in social
network has become the mainstream compared with the diffusion
of texts-only, raising the pressing needs of multimodal hate speech
detection task. Current research on this task mainly focuses on
the construction of multimodal models without considering the
influence of the unbalanced and widely distributed samples for
various attacks in hate speech. In this situation, introducing en-
hanced knowledge is necessary for understanding the attack cate-
gory of hate speech comprehensively. Due to the high correlation
between hate speech detection and sarcasm detection tasks, this
paper makes an initial attempt of common knowledge transfer
based on the above two tasks, where hate speech detection and
sarcasm detection are defined as primary and auxiliary tasks, re-
spectively. A scalable cross-domain knowledge transfer (CDKT)
framework is proposed, where the mainstream vision-language
transformer could be employed as backbone flexibly. Three mod-
ules are included, bridging the semantic, definition and domain
gaps simultaneously between primary and auxiliary tasks. Specifi-
cally, semantic adaptation module formulates the irrelevant parts
between image and text in primary and auxiliary tasks, and disen-
tangles with the text representation to align the visual and word
tokens. Definition adaptation module assigns different weights to
the training samples of auxiliary task by measuring the correla-
tion between samples of the auxiliary and primary task. Domain
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adaptation module minimizes the feature distribution gap of sam-
ples in two tasks. Extensive experiments show that the proposed
CDKT provides a stable improvement compared with baselines and
produces a competitive performance compared with some existing
multimodal hate speech detection methods.
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1 INTRODUCTION
With the social media platforms development, it is becoming uni-
versal and popular for people uploading multimodal information
(e.g., text, image, video, etc.) to express attitudes or emotions to
some specific events. A large amount of images or videos with the
corresponding texts appear on the platform, which promotes the
diffusion of hate speech [8, 41]. The hate speech attacks people
directly or indirectly based on the characteristics (including race,
religion, gender, etc.) via multimodal data in most cases. Nowadays,
multimodal is a trend in hate speech detection and has become ur-
gent. The diversity and interactivity of modality information make
the traditional detection based on a single modality insufficient to
identify hate speech. Multimodal hate speech detection task [20]
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Figure 1: The examples of semantic gap, definition gap and domain gap. The semantic gap is marked in red, the definition gap
is shown on the left, and the domain gap is shown on the right.

plays a paramount and meaningful part in offensive information
detection community.

Recent multimodal hate speech detection methods mainly focus
on textual and visual features for fusion [20, 23] or directly fine-
tuning pre-trained multimodal models [6, 20, 27, 35, 52, 58, 59]. The
performance depends on the training data quality and backbone
model discriminative ability. While the architecture of the backbone
model is gradually complex for improving the discriminative ability,
both the number and diversity of samples in the training set are
limited, falling behind the model development. Besides, the sam-
ples are obviously unbalanced and widely distributed for various
attacks in hate speech. As shown in [20], we observe more hate
speech about race or ethnicity and religion, and the aspect of the
attack on socioeconomic class, gender identity, sexual orientation and
immigration status is relatively small. This obviously unbalanced
data distribution makes the challenge for training a scalable and
discriminative model. In this situation, it is necessary to introduce
the enhanced knowledge in other domains to provide additional
discriminative information for the relatively small attack samples,
so that the attack category of hate speech could be understood com-
prehensively. The selection of the enhanced knowledge is critical.

Through extensive research and data observation, we find several
common knowledge (i.e., attribute or behavior) between Facebook
Hateful Memes (denote as Hate dataset) [20] and Twitter Sarcasm
Detection datasets (denote as Sarcasm dataset) [3]. As shown in
Figure 1 ( “H” denotes hate speech, while “S” denotes sarcasm), H3
indicates disrespect to women. While expressing hate, it satirizes
that the kitchen should be for women. S3 calls on men to pay atten-
tion to gender equality, and the text in the image simultaneously
expresses hate towards gender. Both of the above are defined as
positive samples at the gender level. Similarly, H4 expresses disre-
spect towards Asia while implying irony, and S4 expresses sarcasm
towards Japan. Both of the above are defined as positive samples
at the national level. Therefore, cross-domain knowledge transfer
should be feasible between hate speech and sarcasm communities.

However, during the attempt of cross-domain knowledge trans-
fer between hate speech and sarcasm communities, there are two
specific gaps besides the traditional domain gap, which are the
semantic gap and definition gap.

Semantic Gap indicates that the image-text pair correlation
degree of the above two datasets is inconsistent. The inconsistency
is embodied in the alignment degree of visual tokens (region-based
image features) and word tokens. The main cause is the forma-
tion mechanism difference between hate speech and sarcasm. For
Hate dataset, the major consideration is the complementary mul-
timodal information construction. Both the semantic information
of image and text compose hate speech. The designed multimodal
models require comprehensively understanding and reasoning com-
plementary information of each modality. As shown in Figure 1,
the correlation degree of image-text pairs in H1, H2, H3 and H4 is
relatively weak. But for Sarcasm dataset, the major consideration is
the ironic relationship construction between image and text, which
are more interdependent. As shown by the red mark in Figure 1, the
image-text pairs in S1, S2 and S4 have stronger semantic correlation.
If the inconsistency of image-text pair semantic correlation between
the above two datasets is not considered, the degree of misalign-
ment would be aggravated between visual tokens and word tokens,
compromising the cross-domain knowledge transfer performance.

Definition Gap indicates the differences in the definition of
positive and negative samples in Hate and Sarcasm datasets. For
Hate dataset, the positive samples are strictly defined by Face-
book community standards: only speech that attacks the protected
categories listed in [20] would be labelled as hateful. But for Sar-
casm dataset, tweets with a particular hashtag (e.g., #genderequity,
#sharkattacks) are considered a positive sample, which is a very
vague and broad definition. As shown in the left part of Figure 1, H2
expresses malicious taunting of others. It is regarded as a negative
sample in hate speech, but a positive sample in sarcasm detection.
This conflict comes from different definitions. On the contrary, S2
expresses a comfortable living state and is considered a negative
sample in the above two datasets. There are the same sentiment
tendencies and contradictory sentiment tendencies between the
two datasets. Therefore, only the transfer of more samples with the
same sentiment tendency could have a positive effect, while the
other samples may cause negative transfer. However, it is challeng-
ing to select only the knowledge of same sentiment tendency due
to the complexity of definitions.

Domain Gap indicates the different feature distribution [50].
This gap is caused by different sampling sources. As shown in

4506



Multimodal Hate Speech Detection via Cross-Domain Knowledge Transfer MM ’22, October 10–14, 2022, Lisboa, Portugal.

the right part of Figure 1, the sampling sources of Hate dataset are
Getty Images with hand-crafted hate speech text, which is clean and
without any redundant symbols. However, the sampling sources
of Sarcasm dataset are image-text tweets containing all kinds of
images (e.g., posters, plain text, etc.) with tag-symbolized text (e.g.,
#, ⟨𝑢𝑠𝑒𝑟 ⟩, etc.). Because of the different feature distribution of the
two datasets, direct knowledge transfer may lead to invalid transfer.

In this paper, a scalable Cross-Domain Knowledge Transfer
(CDKT) framework is proposed to bridge semantic, definition and
domain gaps simultaneously for multimodal hate speech detection
task. Three modules (i.e., semantic adaptation module, definition
adaptation module and domain adaptation module) are included,
where hate speech detection and sarcasm detection are primary
and auxiliary tasks, respectively. Specifically, semantic adaptation
module formulates the irrelevant parts between image and text in
primary and auxiliary tasks based on contrastive attention [44],
and disentangles with the text representation to align the visual
and word tokens. Definition adaptation module assigns different
weights to the training samples of auxiliary task by measuring
the correlation between samples of the auxiliary and primary task.
Domain adaptation module minimizes the feature distribution gap
of samples in two tasks.

The contributions of this paper are summarized as follows:
• A scalable Cross-Domain Knowledge Transfer (CDKT) fra-
mework is proposed to bridge semantic, definition and do-
main gaps simultaneously for multimodal hate speech de-
tection, where the mainstream vision-language transformer
ViLBERT [31], UNITER [5] and ALBEF [24] could be em-
ployed as backbone.

• We find the semantic inconsistency between hate speech
and sarcasm communities, and design a semantic adaptive
module to disentangle the irrelevant parts of image and text
representations for aligning the visual and word tokens. The
degree of semantic inconsistencies could be decreased.

• Extensive experiments show that the proposed CDKT pro-
vides a stable improvement compared with baselines and
produces a competitive performance compared with some
existing multimodal hate speech detection methods.

2 RELATEDWORK
In this paper, a cross-domain knowledge transfer framework is pro-
posed for multimodal hate speech detection, where the semantic,
definition and domain gaps are bridged simultaneously between
hate speech detection and sarcasm detection tasks. Therefore, we
briefly review the multimodal hate speech and sarcasm detection,
contrastive attention and representation disentanglement, curricu-
lum learning, and domain adaptation in the following subsections.

2.1 Multimodal Hate Speech and Sarcasm
Detection

Previous work [21, 33, 34, 47, 56] has focused on text-based uni-
modal hate speech and sarcasm detection. With the social media
platforms development, the diffusion of texts and images in social
network has become the mainstream compared with the diffusion
of texts-only. For multimodal hate speech detection, the large scale

pre-trained multimodal models [6, 20, 27, 35, 46, 52, 58] are directly
fine-tuned for feature learning. Besides, some studies have also
attempted to utilize data augmentation [23, 59, 60] and model in-
tegration methods [40, 52] to improve the hate speech detection
performance. However, current research on this task mainly focuses
on the construction of multimodal models without considering the
influence of the unbalanced and widely distributed samples for var-
ious attacks in hate speech. For multimodal sarcasm detection, Cai
et al.[3] release a sarcasm dataset compiled from image-text tweets
and design a hierarchical fusion model as the baseline. Some models
[36, 55, 57] are constructed for evaluation on sarcasm dataset. Mul-
timodal hate speech and sarcasm detection are classification tasks
based on offensive speech, using multimodal data to directly or
indirectly attack people based on the characteristics (including race,
religion, gender, etc.). Different from the above model construction
methods in multimodal hate speech, we make an initial attempt
to transfer common knowledge between hate speech and sarcasm.
The purpose of common knowledge transfer is to provide additional
discriminative information for the relatively small attack samples,
so that the attack category of hate speech could be understood
comprehensively.

2.2 Contrastive Attention and Representation
Disentanglement

The contrastive attentionmechanism is the variation of self-attention
mechanism [51], which the irrelevant or less relevant parts of pair-
wise feature vectors are extracted. It is first proposed by Song et
al.[44] for person re-identification. Duan et al.[7] follow the mech-
anism for text summarization task. The representation disentan-
glement characterizes the various explanatory factors behind an
observed instance in various parts of the feature vector represen-
tation [1]. Recent studies have attempted to use supervised signal
to learn disentangled representations [11, 13, 17]. Ma et al.[32]
employ representation disentanglement to retain the multiple in-
tentions behind the edges in relation data such as social networks
and user-item interaction graphs. Lee et al.[23] introduce repre-
sentation disentanglement into multimodal hate speech detection
to disentangle visual and textual representation. In this paper, we
find the semantic inconsistency between hate speech and sarcasm,
where the inconsistency refers to the image-text pair correlation
degree. To address this problem, we combine the contrastive at-
tention mechanism with representation disentanglement to design
a semantic adaptive module. The irrelevant parts between image
and text are formulated based on contrastive attention, and disen-
tangled with the text representation to align the visual and word
tokens.

2.3 Curriculum Learning
Curriculum learning [2] is a training strategy that mimics the hu-
man learning process, which helps to transfer knowledge from
simple to difficult. Jiang et al.[16] propose the self-paced learning to
measure the difficulty of training samples in terms of losses. Sachan
et al.[39] apply curriculum learning for question answering task.
Tay et al.[48] combine curriculum learning with pointer-generator
networks to enrich semantic information for reading comprehen-
sion. Platanios et al.[38] apply curriculum learning to accelerate
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Figure 2: The architecture of the proposed CDKT framework.

model convergence for neural machine translation. In this paper,
we assign different weights to the training samples of auxiliary task
for bridging definition gap by judging the correlation between sam-
ples of the auxiliary and primary task inspired by [43], so that the
knowledge with the same sentiment tendency could be transferred
to the primary task.

2.4 Domain Adaptation
Domain adaptation [9, 28, 29, 37, 45, 62] has shown the superior abil-
ity for aligning the feature distribution, which mainly includes two
aspects. The first method is based on statistical moment matching,
e.g., MMD [28, 30, 61], and the other method is based on adversarial
learning, e.g., domain adversarial network adaptation [10, 14, 49].
Generally, the adversarial learning based has shown superior perfor-
mance to the statistic moment matching based method as described
in [4, 29]. Based on the characteristics of multimodal data, we in-
troduce conditional domain adversarial network [29] to minimize
the feature distribution gap of samples in two tasks, so that the
classifier trained by auxiliary task performs well on the primary
task.

3 METHODOLOGY
The architecture of the proposed CDKT framework is shown in Fig-
ure 2, where the semantic adaptation module, definition adaptation
module and domain adaptation module are included. By optimiz-
ing the above three modules, the semantic gap, definition gap and
domain gap between the primary task and the auxiliary task could
be bridged simultaneously. The multimodal backbone is replace-
able, where ViLBERT [31], UNITER [5] and ALBEF [24] could be
employed for feature learning. In this way, common knowledge is
transferred from auxiliary task to primary task.

During the knowledge transfer, the source dataset is denoted
as D𝑠 = {𝑥𝑠

𝑖
, 𝑦𝑠

𝑖
}𝑛𝑠
𝑖=1, and the target dataset is denoted as D𝑡 =

{𝑥𝑡
𝑗
, 𝑦𝑡

𝑗
}𝑛𝑡
𝑗=1. The samples of source dataset and target dataset are

denoted as 𝑥𝑠
𝑖
and 𝑥𝑡

𝑗
, respectively. The ground truth labels of source

dataset and target dataset are denoted as 𝑦𝑠
𝑖
and 𝑦𝑡

𝑗
, respectively. 𝑛

is the number of samples. The objective function of the auxiliary
task is defined as:

L𝑎 =
1
𝑛𝑠

𝑛𝑠∑︁
𝑖=1

𝐿𝑎 (𝑦𝑠𝑖 , 𝑦
𝑠
𝑖 ), (1)

where 𝐿𝑎 is the cross entropy loss. 𝑦𝑠
𝑖
= 𝑔𝑠 (𝐼𝑇 𝑠

𝑖
) is the predicted

probability of auxiliary task. 𝑔𝑠 represents the classifier of the auxil-
iary task. 𝐼𝑇 𝑠

𝑖
represents the fusion features in the feature learning

stage. Similarly, the objective function of the primary task is defined
as:

L𝑝 =
1
𝑛𝑡

𝑛𝑡∑︁
𝑗=1

𝐿𝑝 (𝑦𝑡𝑗 , 𝑦
𝑡
𝑗 ) . (2)

3.1 Semantic Adaptation Module (SeA)
Semantic gap means that the image-text pair correlation degree of
the above two datasets is inconsistent. The inconsistency is embod-
ied in the alignment degree of visual and word tokens. To bridge
the inconsistency, we combine the contrastive attention mecha-
nism with representation disentanglement to design the semantic
adaptive module. The irrelevant parts between image and text are
formulated based on contrastive attention, and disentangled with
the text representation to align the visual and word tokens.

First, the contrastive attention is utilized to model the irrelevant
parts between images and texts. The contrastive attention mecha-
nism is defined by Eq.(4) ∼ Eq.(6). Different from the self-attention
mechanism in Eq.(3), the opponent attention weights 𝑎𝑜 is obtained
through the opponent function applied on 𝑎𝑐 followed by the soft-
max function as shown in Eq.(5). In this way, the most relevant part
of𝑄 and 𝐾 , which receives maximum attention in the conventional
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attention weights 𝑎𝑐 , is masked in 𝑎𝑜 . Instead, the remaining less
relevant or irrelevant parts are extracted into 𝑎𝑜 for the contrastive
training. A contrastive vector is generated by Eq.(6).

𝑦 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝐾
𝑇√︁
𝑑𝑘

)𝑉 , (3)

𝑎𝑐 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝐾
𝑇√︁
𝑑𝑘

), (4)

𝑎𝑜 = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (1 − 𝑎𝑐 ), (5)
𝐶 = 𝑎𝑜𝑉 , (6)

where𝑄 represents image features, 𝐾 and𝑉 represent text features.
𝑑𝑘 is the dimension of 𝐾 . 𝐶 is an inter-modal contrastive vector,
representing inconsistencies between input modal variables.

Next, we apply representation disentanglement [23] to the con-
trastive vector 𝐶 and the text representation 𝑇 to calculate the
inconsistent degree of the image and text. Taking target dataset
as an example, the contrastive vector 𝐶𝑡 ∈ R𝑢 and the text rep-
resentation vector 𝑇 𝑡 ∈ R𝑢 are projected to the latent space S,
respectively:

𝑐𝑡 =𝑊𝑐𝐶
𝑡 + 𝑏𝑐 , (7)

𝑡𝑡 =𝑊𝑡𝑇
𝑡 + 𝑏𝑡 , (8)

where (𝑊𝑐 ,𝑊𝑡 ) ∈ R |S |×𝑢 and (𝑏𝑐 , 𝑏𝑡 ) ∈ R |S | are learnable parame-
ters. Since the information overlap exists between tokens of text
representation in the latent space, we minimize the mutual infor-
mation between latent tokens by regularization term as well as the
strategy in [32]. In this situation, the likelihood of tokens appearing
in latent text representation is maximized, while the absent tokens
are minimized. We apply the Straight-Through Gumbel-Softmax
(STGS)[15] function to sample a continuous vector 𝑣 ∈ R |S | from
the Gumbel-Softmax distribution based on 𝑡𝑡 :

𝑣𝑘 =
exp((log(𝑡𝑡

𝑘
) + 𝑔𝑘 )/𝜏)

Σ
| |S | |
𝑘=1 exp((log(𝑡𝑡 )𝑘 + 𝑔𝑘 )/𝜏)

, (9)

where 𝑔𝑘 = − log(− log(𝑢𝑘 )), 𝑢𝑘∼Uniform(0, 1). 𝑡𝑡
𝑘
is the 𝑘-th ele-

ment in 𝑡𝑡 . 𝜏 is a temperature parameter. The continuous vector 𝑣𝑘
is transformed into a one-hot vector by STGS function:

𝑟𝑡
𝑘
=

{
1 if 𝑘 = argmin

𝑚
𝑣𝑚

0 otherwise.
(10)

Finally, a matching loss function is introduced to model the
degree of inconsistency between images and texts:

𝑀𝑡 =

|S |∑︁
𝑘=1

𝑟𝑡
𝑘
𝑙𝑜𝑔(𝑐𝑡

𝑘
) + (1 − 𝑟𝑡

𝑘
)𝑙𝑜𝑔(1 − 𝑐𝑡

𝑘
), (11)

where 𝑐𝑡
𝑘
is the 𝑘-th element in the contrastive latent representation

𝑐𝑡 . The degree of image-text pair inconsistency between the two
datasets is defined as:

L𝑆𝑒𝐴 = |𝑀𝑠 −𝑀𝑡 |, (12)

where𝑀𝑠 and𝑀𝑡 represent the degree of inconsistency between
the image and text in the source and target datasets, respectively.
The misalignment of visual and word tokens in the target dataset
could be significantly improved by reducing semantic conflicts
between auxiliary and primary tasks.

3.2 Definition Adaptation Module (DeA)
Definition gapmeans that positive and negative samples are defined
differently in the two datasets. To bridge the definition gap, we
design the definition adaptation module to assign different weights
to the training samples of source dataset inspired by the curriculum
learning [43]. In this situation, the knowledge of auxiliary task with
the same sentiment tendency could be transferred to the primary
task. The objective function is defined as:

min
𝜃,𝑤

𝐸 (𝜃,𝑤 ; 𝜆) = 1
𝑛

𝑛∑︁
𝑖=1

𝑤𝑖𝐿(𝑦𝑖 , 𝑓 (𝑥𝑖 ;𝜃 )) − 𝜖 | |𝑤 | |1, (13)

where 𝜃 is the model parameter.𝑤 = [𝑤1,𝑤2,· · · ,𝑤𝑛]𝑇 ,𝑤𝑖 ∈ [0, 1]
quantifies the difficulty of the 𝑖-th samples. The hyper-parameter 𝜖
constrains the learning space.

This is the double biconvex optimization problem, optimizing
one variable at a time when the other variable is fixed. Specifically,
when 𝜃 is fixed,𝑤 is calculated by Eq.(14). The samples with loss
below 𝜖 are selected as “simple” samples (𝑤𝑖 = 1). When𝑤 is fixed,
gradient descent is used to update the learning parameter 𝜃 by
training “simple” samples only.

𝑤𝑖 =

{
1 if 𝐿 (𝑦𝑖 , 𝑓 (𝑥𝑖 ;𝜃 )) < 𝜖
0 otherwise.

(14)

We apply curriculum weight 𝑤𝑖 to indicate the sentiment ten-
dency of the sample.𝑤𝑖 = 1 represents the same sentiment tendency.
Otherwise, it represents the contradictory sentiment tendency. Un-
der the guidance of curriculum weight, the knowledge consistent
with the sentiment tendency of the primary task is transferred from
the source to the target dataset.

However, Eq.(14) does not take into account the correlation be-
tween auxiliary and primary tasks. Therefore, we improve curricu-
lum weights according to the correlation between task definitions
to further guide the learning of auxiliary tasks. Kullback-Leibler(KL)
[22] divergence is introduced to calculate the predicted distribution
distance of the two classifiers on the source dataset. Curriculum
weight𝑤𝑖 is redefined as:

𝑤𝑖 =

{
1 if 𝐾𝐿𝑥𝑠

𝑖
∼D𝑠

(𝑔𝑠
𝑖
, 𝑔𝑡

𝑖
) < 𝜖

𝑔𝑡
𝑖
(𝑦𝑠

𝑖
) otherwise,

(15)

where 𝑔𝑠
𝑖
represents the predicted distribution of the source dataset

on the auxiliary task classifier, 𝑔𝑡
𝑖
represents the predicted distri-

bution of the source dataset on the primary task classifier. 𝑔𝑡
𝑖
(𝑦𝑠

𝑖
)

represents the probability that the source dataset is predicted to be
the ground truth label on the primary task classifier. Although neg-
ative samples interfere with knowledge transfer, they also provide
helpful background knowledge to some extent [53, 54]. So we only
reduce the weight of negative samples. The objective function of
auxiliary tasks combined with curriculum weights is redefined as:

L𝐷𝑒𝐴 =
1
𝑛𝑠

𝑛𝑠∑︁
𝑖=1

𝑤𝑖 (𝑥𝑠𝑖 )𝐿𝑎 (𝑦
𝑠
𝑖 , 𝑦

𝑠
𝑖 ) . (16)

3.3 Domain Adaptation Module (DoA)
Domain gap means that two datasets are distributed in different
feature spaces. To bridge the domain gap, we introduce Conditional
Domain Adversarial Network (CDAN) [29] to minimize the feature
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Table 1: Statistics of Hate and Sarcasm datasets.

Datasets #Training #Validation #Test

Hate

Hateful(3,050)
Non-Hateful
(5,450)
All(8,500)

Hateful(250)
Non-Hateful
(250)
All(500)

Hateful(500)
Non-Hateful
(500)
All(1000)

Sarcasm

Sarcasm(8,642)
Non-Sarcasm
(11,174)
All(19,816)

Sarcasm(959)
Non-Sarcasm
(1,451)
All(2,410)

Sarcasm(959)
Non-Sarcasm
(1,450)
All(2,409)

distribution difference of samples in two tasks, so that the classifier
trained by auxiliary task performs well on the primary task. Taking
image as an example, the objective function of CDAN is defined as:

𝐶𝑑𝑎𝑛𝐼 = E𝑥𝑠
𝑖
∼D𝑠

log[𝐷 (h(𝐼𝑠𝑖 , 𝑔
𝑠
𝑖 ))]

+ E𝑥𝑡
𝑗
∼D𝑡

log[1 − 𝐷 (h(𝐼𝑡𝑗 , 𝑔
𝑡
𝑗 ))],

(17)

where 𝐷 represents the domain discriminator. h represents mul-
tilinear mapping, connecting 𝐼 and 𝑔. By minimizing 𝐶𝑑𝑎𝑛, the
feature space of the two datasets is aligned to reduce the domain
gap. Considering both image and text, the objective function of the
domain adaptation module could be defined as:

L𝐷𝑜𝐴 = 𝐶𝑑𝑎𝑛𝐼 +𝐶𝑑𝑎𝑛𝑇 . (18)

3.4 Optimization
Finally, we integrate the above modules to optimize the total objec-
tive function of CDKT framework:

L𝐿𝑜𝑠𝑠 = L𝑝 + 𝛼L𝑆𝑒𝐴 + 𝛽L𝐷𝑒𝐴 + 𝛾L𝐷𝑜𝐴, (19)

where 𝛼 , 𝛽 , and 𝛾 are hyperparameters. By optimizing the above
three modules, the semantic, definition and domain gaps between
primary and auxiliary tasks could be bridged simultaneously. It is
an end-to-end knowledge transfer framework for multimodal hate
speech detection.

4 EXPERIMENTS
4.1 Dataset
The experiment is conducted on two publicly-available datasets:
Facebook Hateful Memes dataset (denote as Hate dataset) and
Twitter Sarcasm Detection dataset (denote as Sarcasm dataset).
The statistics are shown in Table 1 and the details are briefly de-
scribed as follows:

Hate dataset1 is constructed as the part of Hateful Memes Chal-
lenge 2020 for Multimodal Hate Speech Detection and published
in [20], which strictly follows Facebook community standard2 for
hate speech. The dataset contains 10𝐾 memes with binary labels(i.e.,
hateful or non-hateful) and is divided into the training, validation,
and test sets at a ratio of 85% : 5% : 10%. Only memes that attack
the protected categories in [20] are considered as hateful.

1https://ai.facebook.com/blog/hateful-memes-challenge-and-data-set/
2https://www.facebook.com/communitystandards/hate_speech

Table 2: The performance comparison of CDKT on Hate
dataset.

Models Validation Test
Acc. AUROC Acc. AUROC

Late Fusion 61.53 65.97 59.66 64.75
Concat BERT 58.60 65.25 59.13 65.79
MMBT-Grid 58.20 68.57 60.06 67.92
MMBT-Region 58.73 71.03 60.23 70.73
ViLBERT 62.20 71.13 62.30 70.45
Visual BERT 62.10 70.60 63.20 71.33
ViLBERT CC 61.40 70.07 61.10 70.03
Visual BERT COCO 65.06 73.97 64.73 71.41

ViLBERT 64.45 70.84 67.10 73.13
CDKT(ViLBERT) 65.62 70.94 67.70 76.85

UNITER 68.80 77.58 70.60 77.59
CDKT(UNITER) 70.20 78.42 71.70 80.71

ALBEF 68.80 80.62 72.10 79.91
CDKT(ALBEF) 74.20 79.89 76.50 83.74

Sarcasm dataset3 consists of image-text tweets collected in [3]
for Multimodal Sarcasm Detection. The dataset contains nearly
25𝐾 tweets with binary labels (i.e., sarcasm or non-sarcasm) and is
divided into the training, validation, and test sets at a ratio of 80% :
10% : 10%. Samples with specific hashtag (e.g., #genderequity, #idiot,
#funny, etc.) are considered as sarcastic.

4.2 Experimental Settings
Implementation details. The Multimodal Backbone of CDKT
framework includes ViLBERT4, UNITER5 and ALBEF6. As shown
in Figure 2, during the feature learning stage, parameters are shared
between primary and auxiliary tasks. During the classification
stage, the primary and auxiliary tasks have different classifiers.
The dropout value of the classification layer MLP is set to 0.5. We
use weighted Adam as the optimizer, cosine annealing and warm
up strategy to control the variation of learning rate. For the above
three backbone models, the initial learning rate is set to 1e-5, 6.25e-
5 and 2e-5, respectively. The size of the minibatch is set to 16. We
train the entire framework on NVIDIA Tesla V100 (32G memory)
GPU.

Evaluation metrics. For Hate dataset, we follow the metrics in
[20], utilizing Area Under the Receiver Operating Characteristic
curve(AUROC) and accuracy (Acc.) to evaluate the effectiveness
of hate speech detection. The AUROC is the primary metric. For
Sarcasm dataset, we follow the evaluation method adopted by [3],
using F1, precision, recall and accuracy as evaluation metrics.

4.3 Experimental Results
Comparison with the baselines. We use the Sarcasm dataset as
the source domain and the Hate dataset as the target domain. The
3https://github.com/headacheboy/data-of-multimodal-sarcasm-detection
4https://github.com/facebookresearch/mmf/tree/main/projects/vilbert
5https://github.com/HimariO/HatefulMemesChallenge/tree/main/UNITER
6https://github.com/salesforce/ALBEF
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Table 3: The performance comparison of CDKT on Sarcasm
dataset.

Models F1 Pre. Recall Acc.

HFM 80.18 76.57 84.15 83.44
D&R Net 80.60 77.97 83.42 84.02
Res-Bert 81.57 78.87 84.46 84.80
MIII-MMSD 82.92 80.87 85.08 86.05

ViLBERT 80.60 77.61 83.84 83.69
CDKT(ViLBERT) 81.55 81.76 81.33 85.39

UNITER 84.89 90.87 79.66 82.94
CDKT(UNITER) 85.42 92.45 79.38 83.69

ALBEF 82.30 79.06 85.82 85.31
CDKT(ALBEF) 83.89 79.37 88.96 85.60

goal is the common knowledge transfer between primary and auxil-
iary tasks for improving the performance of hate speech detection.
ViLBERT [31], UNITER [5] and ALBEF [24] are employed as the
multimodal backbone of CDKT, which are also the baselines in
our experiment. It can be observed from Table 2 that the proposed
CDKT outperforms the corresponding baseline under the common
knowledge transfer. Specifically, when ViLBERT is the baseline,
AUROC increases from 73.13% to 76.85% (+3.72%), and for Acc.,
from 67.10% to 67.70% (+0.60%) in test set. AUROC and Acc. have
respectively increased by +3.12% and +1.10% when UNITER is the
baseline. An even larger improvement can be seen when ALBEF
is the baseline, AUROC has increased by +3.83% (from 79.91% to
83.74%) and Acc. has increased by +4.40% (from 72.10% to 76.50%).
The above results demonstrate the effectiveness of common knowl-
edge transfer in the proposed CDKT for multimodal hate speech
detection.

Comparison with some existing multimodal hate speech
detection methods.We compare with some existing multimodal
hate speech detection methods, including Late Fusion [20] (taking
the mean of the unimodal ResNet-152 [12] and BERT [18] out-
put scores), Concat BERT [20] (concatenating ResNet-152 features
with BERT and training an MLP on top), MMBT-Grid [20] (using
Image-Grid features as supervised multimodal bitransformers [19]),
MMBT-Region [20] (using Image-Region features as supervised
multimodal bitransformers [19]), ViLBERT [31] and Visual BERT
[25] (that are only unimodally pretrained and not pretrained on
multimodal data), ViLBERT CC and VisualBERT COCO (that are
pretrained models on CC [42] and COCO [26], respectively). Obvi-
ously, the proposed CDKT is superior to the above multimodal hate
speech detection methods in Table 2. In summary, when ViLBERT,
UNITER and ALBEF are the multimodal backbone of the frame-
work, AUROC scores in test set exceed +5.44%, +9.30% and +12.33%
respectively, Acc. scores also exceed +2.97%, +6.97% and +11.77%
respectively.

4.4 Hate to Sarcasm
To further verify the scalability of the common knowledge transfer
in the proposed CDKT framework, we conduct the opposite experi-
ment: we use the Hate dataset as the source domain and the Sarcasm

Table 4: Ablation study tested on Hate dataset.

Models Acc. AUROC

ALBEF 72.10 79.91
CDKT(ALBEF) 76.50 83.74
CDKT(ALBEF) w/o DoA 72.10 81.10
CDKT(ALBEF) w/o DeA 73.30 82.53
CDKT(ALBEF) w/o SeA 72.70 80.59

Table 5: Ablation study tested on Sarcasm dataset.

Models F1 Pre. Recall Acc.

ALBEF 82.30 79.06 85.82 85.31
CDKT(ALBEF) 83.89 79.37 88.96 85.60
CDKT(ALBEF) w/o DoA 82.25 78.09 86.88 84.94
CDKT(ALBEF) w/o DeA 82.85 79.36 86.67 85.35
CDKT(ALBEF) w/o SeA 82.34 79.01 85.96 84.35

dataset as the target domain, i.e., evaluating the effectiveness of
whether the common knowledge in hate speech detection could
be transferred to sarcasm detection task for improving the perfor-
mance. As shown in table 3, CDKT provides a stable improvement
over all metrics (especially in F1, Acc.) compared with baselines.
Specifically, F1 increases by +0.53% ∼ +1.59% and Acc. increases by
+0.29% ∼ +1.70% in test set. The common knowledge transfer has
superior scalability on sarcasm detection task.

We compare with some existing multimodal sarcasm detection
methods, including HFM [3] (taking text, image, and attribute fea-
ture as modalities), D&RNet [57] (using adjective-noun pairs and se-
mantic association between image and text), Res-bert [36] (concate-
nating the output of image features from ResNet and text features
from BERT), MIII-MMSD [36] (using self-attention and co-attention
mechanisms to capture inter and intra-modality incongruity, re-
spectively). It can be observed from Table 3 that the proposed CDKT
is also superior to the above methods in some indicators. Extensive
experiments demonstrate the effectiveness of CDKT again.

4.5 Ablation Study
In this paper, the most discriminative ALBEF model is utilized as
the multimodal backbone of CDKT to conduct the ablation study
for evaluating the effectiveness of each module. Table 4 and 5 show
the results on Hate and Sarcasm datasets, respectively.

CDKT w/o DoA. The domain adaptation module is used to re-
duce the feature distribution difference between Hate and Sarcasm
datasets. After removing it, the knowledge transferred is treated as
noise on the primary task classifier due to the domain gap. Specifi-
cally, in hate speech detection, Acc. is equal to the baseline, while in
sarcasm detection, F1, Pre. and Acc. are all lower than the baseline.
The results show that direct knowledge transfer may lead to in-
valid transfer without considering domain gap. Domain adaptation
module is the cornerstone of cross-domain knowledge transfer.

CDKT w/o DeA. The definition adaptation module is used to
select samples with same sentiment tendencies. After removing it,
samples with contradictory sentiment tendencies are also treated
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Figure 3: Case study for CDKT. The categories of hate speech are listed on the left, while the samples correctly classified by
CDKT are shown on the right.

in the same way. The results show that negative samples with
conflicting sentiment tendency could weaken the effect of knowl-
edge transfer without considering the definition gap. Definition
adaptation module is indispensable for cross-domain knowledge
transfer.

CDKT w/o SeA. The semantic adaptation module is used to
align visual and word tokens. After removing it, the model perfor-
mance decreases the most. Specifically, in hate speech detection,
AUROC decreases by -3.15%, and in sarcasm detection, performance
drops by -1.54% on average. The results show that the introduction
of another dataset could aggravate the degree of misalignment be-
tween visual and word tokens in the target dataset. The insufficient
fusion between image and textmodalities leads to the discriminative
ability degradation of the framework. In this case, semantic adap-
tive module is particularly significant for cross-domain knowledge
transfer. Ablation study results demonstrate that the combination
of the above three modules could provide optimal performance.

4.6 Case Study
The ability of CDKT is to transfer common knowledge from sar-
casm detection to hate speech detection, addressing the unbalanced
and widely distributed samples in hate speech. To have an intuitive
understanding of the proposed CDKT, we show the case in Figure 3.
The left part of the figure represents the hate categories that are rel-
atively less distributed in hate speech, with keywords highlighted
in red. We can observe that more samples with smaller proportions
of hate categories are classified correctly, including Nationality,
Disability or Disease, Sexual orientation, Gender identity and Immi-
gration status. Taking Nationality as an example, in the first sample,
the image information is closely related to the text information,
indicating hate towards America. With the help of CDKT, the model

could align and fuse the tokens of the two modalities more accu-
rately, making the model easier to infer the hate information. In the
second and third samples, neither text nor image could identify the
hate of Asia. However, with the promotion of common knowledge,
the facial expressions and actions in the images are complementary
to the information in the text, which enables the model to mine the
potential hate. The last sample expresses hate towards the Syrian.
With the help of knowledge transfer, models might combine Syria
with war as the prior knowledge to deduce hate of nationality. The
above cases illustrate that the limitation of model discriminative
ability caused by data imbalance has been improved, and the com-
mon knowledge related to hate speech has been transferred from
sarcasm dataset to hate speech detection.

5 CONCLUSION
In this paper, a scalable Cross-Domain Knowledge Transfer (CDKT)
framework is proposed to transfer common knowledge from sar-
casm detection to hate speech detection. The unbalanced distribu-
tion phenomenon of attack categories is alleviated in hate speech de-
tection. Three modules (i.e., semantic adaptation module, definition
adaptation module and domain adaptation module) are included to
bridge semantic, definition and domain gaps simultaneously. More-
over, the mainstream vision-language transformer could be flexibly
employed as backbone, verifying the scalability of CDKT. With
the promotion of common knowledge, the discriminative ability is
improved significantly, and attack categories of hate speech could
be understood comprehensively. Experimental results show that
CDKT provides a stable improvement compared with baselines and
produces a competitive performance compared with some methods.
The ablation and case studies further demonstrate the effectiveness
of each module in CDKT.
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